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#### Abstract

We study Lie symmetries and invariant solutions of the geometric heat flows. The basic similarity reductions for the GHE are performed. Reduced equations and exact solutions associated with the symmetries are obtained. Groupinvariant solutions and reductions for the affine case are also discussed in a special case.


PACS numbers: 02.20.-a, 02.30.Jr, 44.05.+e, 44.10.+i

## 1. Introduction

In the past twenty years, there has been much research devoted to the study of evolutions of plane curves

$$
\begin{equation*}
\mathcal{C}_{t}=k \mathcal{N} \tag{1}
\end{equation*}
$$

where $\mathcal{N}$ and $k$ are, respectively, a choice of unit (inward) normal for $\mathcal{C}$ and the curvature with respect to $\mathcal{N}$. This evolution appears in a number of different pure and applied areas such as differential geometry, crystal growth, image processing, computer vision and physics, etc, see [1-14] and references therein for a more extensive discussion of the many properties associated with this flow.

The flow is referred to as Euclidean curve shortening flow, in the sense that the Euclidean perimeter shrinks when the curve evolves according to equation (1) [4, 15-17]. The behavior of an embedded curve evolving according to this flow has been well studied. Gage and Hamilton have proved that a convex embedded curve converges to a round point under this evolution [3, 15]. Grayson [17] has shown that a nonconvex embedded curve converges to a convex one, and from there to a round point according to the Gage and Hamilton result. This equation was also called the geometric heat equation (GHE). This flow has a number of nice properties which make it very useful in morphological image processing, and in particular the basis of a nonlinear scale-space invariant to rotations and translations for shape representation $[9,18]$. A related flow, based upon the affine geometry of the curve, is given by

$$
\begin{equation*}
\mathcal{C}_{t}=k^{\frac{1}{3}} \mathcal{N} \tag{2}
\end{equation*}
$$

which is called the affine geometric heat equation. This flow shares many of the same properties with the curve shortening flow but gives rise to a more general affine invariant multiscale space [18-20]. More discussions on (2) can be found in [21-23] and references therein. Locally (2) may be written as

$$
u_{t}=u_{x x}^{\frac{1}{3}}
$$

whose Lie symmetries and group-invariant solutions were discussed in detail in [23].
In the level set method [24, 25], the parameterized curve $\mathcal{C}(p, t)$ is embedded into a surface, which is called the level set function $u(x, y, t): \mathbb{R}^{2} \times[0, T] \rightarrow \mathbb{R}$. The curve $\mathcal{C}$ is the zero-level set of this function $u(x, y, t)$ :

$$
\mathcal{C}=\{(x, y): u(x, y, t)=0\}
$$

The evolution equation for $u$ is derived from the constraint that at any time $t$ we should have

$$
\begin{equation*}
u(\mathcal{C}, t)=u(\mathcal{X}(t), \mathcal{Y}(t), t)=0 \tag{3}
\end{equation*}
$$

and differentiating (3) with respect to $t$ we obtain

$$
\begin{equation*}
u_{t}+\nabla u \cdot \mathcal{C}_{t}=0 \tag{4}
\end{equation*}
$$

Substituting the general form of the curve evolution equation (1), which depends on local geometry of the curve, into (4) above yields

$$
u_{t}+\nabla u \cdot k \mathcal{N}=0 .
$$

Note that for the zero level, the following relation $\mathcal{N}=-\nabla u /\|\nabla u\|$ holds, then an evolution equation for $u$ is given by

$$
\begin{equation*}
u_{t}=k\|\nabla u\|, \tag{5}
\end{equation*}
$$

where

$$
k=\nabla \cdot\left(\frac{\nabla u}{\|\nabla u\|}\right)=\frac{u_{y}^{2} u_{x x}-2 u_{x} u_{y} u_{x y}+u_{x}^{2} u_{y y}}{\left(u_{x}^{2}+u_{y}^{2}\right)^{3 / 2}},
$$

which is in fact the curvature of the curve $\mathcal{C}$ regarded as the level set of the corresponding evolution [18, 24, 26]. This allows us to rewrite equation (5) completely in terms of $u$ and its derivatives as

$$
\begin{equation*}
u_{t}=\frac{u_{y}^{2} u_{x x}-2 u_{x} u_{y} u_{x y}+u_{x}^{2} u_{y y}}{u_{x}^{2}+u_{y}^{2}} \tag{6}
\end{equation*}
$$

This flow is also referred to as the geometric heat equation since it is a result of applying the previous geometric heat equation (1) to the zero-level curve of the level set function $u$.

Similarly, the affine invariant heat flow (2) in terms of the level set function $u$ can be written as

$$
\begin{equation*}
u_{t}=\left(u_{y}^{2} u_{x x}-2 u_{x} u_{y} u_{x y}+u_{x}^{2} u_{y y}\right)^{\frac{1}{3}} . \tag{7}
\end{equation*}
$$

It is well known that exact solutions play a crucial role in the study of asymptotic behavior, blow up or extinction and geometric properties of invariant geometric flows. For instance, it was shown that when a locally convex closed immersed curve collapses into a point, its asymptotic shape must be one of the contracting self-similar solutions of (1) classified in [22, 27, 28]. A 'grim reaper', a travelling wave solution first observed in [3] has been used to describe the asymptotic profile of 'type-II singularity' of curves [22, 23]. A contracting spiral wave solution was also used in the analysis of singularities of curves [2,22]. The purpose of this paper is to discuss symmetries and solutions of GHE (6) and affine GHE (7).

The outline of this paper is as follows. In section 2, we derive the Lie symmetry group of GHE (6). It is reduced to two-dimensional PDEs when the arbitrary functions of its infinitesimal transformations are confined to arbitrary constants in section 3. We provide symmetry group analysis for (10) and (11) in sections 4 and 5, respectively. And in section 6, reduced ODEs and group-invariant solutions of GHE are presented. Exact solutions of affine GHE are obtained for a special case in section 7. Section 8 contains a concluding remark on this work.

## 2. Lie symmetry of the geometric heat flow

The classical method for finding symmetry reductions of PDE is the Lie group method of infinitesimal transformations. To apply the classical method to (6), we consider the oneparameter Lie group of infinitesimal transformations in $(x, y, t, u)$ given by

$$
\begin{aligned}
& x^{*}=x+\epsilon \xi_{1}(x, y, t, u)+O\left(\epsilon^{2}\right), \\
& y^{*}=y+\epsilon \xi_{2}(x, y, t, u)+O\left(\epsilon^{2}\right), \\
& t^{*}=t+\epsilon \xi_{3}(x, y, t, u)+O\left(\epsilon^{2}\right), \\
& u^{*}=u+\epsilon \xi_{4}(x, y, t, u)+O\left(\epsilon^{2}\right),
\end{aligned}
$$

where $\epsilon$ is the group parameter. One requires that this transformation leaves the set

$$
S_{\Delta}=\{u(x, y, t) \mid \Delta=0\}
$$

invariant, where $\Delta[u] \equiv u_{t}-\left(u_{y}^{2} u_{x x}-2 u_{x} u_{y} u_{x y}+u_{x}^{2} u_{y y}\right) /\left(u_{x}^{2}+u_{y}^{2}\right)$. This yields an overdetermined, linear system of equations for the infinitesimals $\xi_{1}(x, y, t, u), \xi_{2}(x, y, t, u)$, $\xi_{3}(x, y, t, u)$ and $\xi_{4}(x, y, t, u)$. The associated Lie algebra is realized by vector fields of the form
$X=\xi_{1}(x, y, t, u) \frac{\partial}{\partial x}+\xi_{2}(x, y, t, u) \frac{\partial}{\partial y}+\xi_{3}(x, y, t, u) \frac{\partial}{\partial t}+\xi_{4}(x, y, t, u) \frac{\partial}{\partial u}$.
The set $S_{\Delta}$ is invariant under the transformation (8) provided that $\left.\operatorname{pr}^{(2)} X(\Delta)\right|_{\Delta \equiv 0}=0$ where $\operatorname{pr}^{(2)} X$ is the second prolongation of the vector field (8), which is given explicitly in terms of $\xi_{1}, \xi_{2}, \xi_{3}$ and $\xi_{4}$ [29-31]. This procedure yields an overdetermined system. Solving it gives Lie symmetries of (6)

$$
\begin{aligned}
& \xi_{1}=F_{2}(u) x-F_{4}(u) y+F_{5}(u), \\
& \xi_{2}=F_{4}(u) x+F_{2}(u) y+F_{1}(u), \\
& \xi_{3}=2 F_{2}(u) t+F_{3}(u), \\
& \xi_{4}=F_{6}(u),
\end{aligned}
$$

where $F_{i}(u)(i=1, \ldots, 6)$ are the arbitrary functions of $u$. Therefore, the symmetry group of equation (6) is spanned by the vector fields

$$
\begin{array}{ll}
F_{5}(u) \frac{\partial}{\partial x}, \quad F_{1}(u) \frac{\partial}{\partial y}, \quad F_{3}(u) \frac{\partial}{\partial t}, \quad F_{6}(u) \frac{\partial}{\partial u}, & \text { (gauge translation), } \\
F_{2}(u) x \frac{\partial}{\partial x}+F_{2}(u) y \frac{\partial}{\partial y}+2 F_{2}(u) t \frac{\partial}{\partial t}, & \text { (gauge scaling), } \\
-F_{4}(u) y \frac{\partial}{\partial x}+F_{4}(u) x \frac{\partial}{\partial y}, & \text { (gauge rotation). }
\end{array}
$$

It is interesting to note that if $u$ is a solution of (6), so is $f(u)$ for any arbitrary differentiable functions $f$.

In the following, we confine $F_{i}(u)(i=1, \ldots, 5)$ to constants $k_{i}(i=1, \ldots, 5)$ and set $k_{6}=1$, then

$$
\begin{aligned}
& \xi_{1}^{*}=k_{2} x-k_{4} y+k_{5}, \\
& \xi_{2}^{*}=k_{4} x+k_{2} y+k_{1}, \\
& \xi_{3}^{*}=2 k_{2} t+k_{3}, \\
& \xi_{4}^{*}=1 .
\end{aligned}
$$

Having determined the infinitesimals, the symmetry variables are found by solving the characteristic equation

$$
\begin{equation*}
\frac{\mathrm{d} x}{\xi_{1}^{*}}=\frac{\mathrm{d} y}{\xi_{2}^{*}}=\frac{\mathrm{d} t}{\xi_{3}^{*}}=\frac{\mathrm{d} u}{\xi_{4}^{*}} \tag{9}
\end{equation*}
$$

or the corresponding invariant-surface condition

$$
\Psi \equiv \xi_{1}^{*} u_{x}+\xi_{2}^{*} u_{y}+\xi_{3}^{*} u_{t}-\xi_{4}^{*}=0 .
$$

## 3. Reduction of the geometric heat flow to two-dimensional PDEs

There are four independent reductions that are given as follows:
Case 1. $k_{4} \neq 0, k_{2} \neq 0$. Integration of (9) gives the reduced variables

$$
\xi=\mathrm{e}^{-k_{2} u}\left(\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right), \quad \eta=\mathrm{e}^{-k_{2} u}\left(t-t_{0}\right)
$$

in which

$$
x_{0}=-\frac{k_{2} k_{5}+k_{1} k_{4}}{k_{4}^{2}+k_{2}^{2}}, \quad y_{0}=\frac{k_{4} k_{5}-k_{1} k_{2}}{k_{4}^{2}+k_{2}^{2}}, \quad t_{0}=-\frac{k_{3}}{2 k_{2}}
$$

and the following reduction for the fields

$$
k_{4} u-\arctan \frac{y-y_{0}}{x-x_{0}}=v(\xi, \eta) .
$$

Substitution of the two reduction ansatz into (6) gives

$$
\begin{equation*}
\left(4 \xi^{2} v_{\xi}^{2}+1\right) v_{\eta}=2\left(2 \xi v_{\xi \xi}+4 \xi^{2} v_{\xi}^{3}+3 v_{\xi}\right) . \tag{10}
\end{equation*}
$$

Case 2. $k_{4} \neq 0, k_{2}=0$. Integration of (9) yields the reduced variables

$$
\xi=\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}, \quad \eta=t-k_{3} u
$$

where $x_{0}=-k_{1} / k_{4}, y_{0}=k_{5} / k_{4}$, and the reduction for the fields is exactly the same as in case 1 . By the substitution of the reduction ansatz in (6), we obtain equation (10).

Case 3. $k_{4}=0, k_{2} \neq 0$. Integration of (9) provides the following reduction:

$$
\xi=\mathrm{e}^{-k_{2} u}\left(x-x_{0}\right), \quad \eta=\mathrm{e}^{-k_{2} u}\left(y-y_{0}\right)
$$

and

$$
\mathrm{e}^{-k_{2} u}\left(t-t_{0}\right)=v(\xi, \eta)
$$

where $x_{0}=-k_{5} / k_{2}, y_{0}=-k_{1} / k_{2}$ and $t_{0}=-k_{3} /\left(2 k_{2}\right)$. Substitution of the two reduction ansatz above into (6) gives

$$
\begin{equation*}
-1=\frac{v_{\eta}^{2} v_{\xi \xi}-2 v_{\xi} v_{\eta} v_{\xi \eta}+v_{\xi}^{2} v_{\eta \eta}}{v_{\xi}^{2}+v_{\eta}^{2}} . \tag{11}
\end{equation*}
$$

Case 4. $k_{4}=0, k_{2}=0, k_{1}^{2}+k_{3}^{2}+k_{5}^{2} \neq 0$. Integration of (9) yields the following reduction:

$$
\xi=x-k_{5} u, \quad \eta=y-k_{1} u
$$

and the reduction for the field

$$
t-k_{3} u=v(\xi, \eta)
$$

where $v$ satisfies (11).
As explained before, we need the group-invariant solutions of (10) and (11) in order to construct the solutions of GHE. In the following two sections, we shall further reduce (10) and (11) by using their symmetries.

## 4. Symmetry group analysis for (10)

As is well known, the Lie group theoretic method plays an important role in finding exact solutions and performing symmetry reductions of differential equations. Since any linear combination of infinitesimal generators is also an infinitesimal generator, there are always infinitely many different symmetry subgroups for the differential equation. So, a mean of determining which subgroups would give essentially different types of solutions is necessary and significant for a complete understanding of the invariant solutions. As any transformation in the full symmetry group maps a solution to another solution, it is sufficient to find invariant solutions which are not related by transformations in the full symmetry group, this has led to the concept of an optimal system [29-31]. The problem of finding an optimal system of subgroups is equivalent to that of finding an optimal system of subalgebras. For onedimensional subalgebras, this classification problem is essentially the same as the problem of classifying the orbits of the adjoint representation. This problem is attacked by the naive approach of taking a general element in the Lie algebra and subjecting it to various adjoint transformations so as to simplify it as much as possible. The idea of using the adjoint representation to classify group-invariant solutions was due to Ovsiannikov [31].

The Lie algebra of infinitesimal symmetries of (10) is spanned by the following five vector fields:

$$
\begin{align*}
& X_{1}=2 \sqrt{\xi} \cos v \frac{\partial}{\partial \xi}-\frac{\sin v}{\sqrt{\xi}} \frac{\partial}{\partial v} \\
& X_{2}=2 \sqrt{\xi} \sin v \frac{\partial}{\partial \xi}+\frac{\cos v}{\sqrt{\xi}} \frac{\partial}{\partial v} \\
& X_{3}=\frac{\partial}{\partial v}  \tag{12}\\
& X_{4}=\xi \frac{\partial}{\partial \xi}+\eta \frac{\partial}{\partial \eta} \\
& X_{5}=\frac{\partial}{\partial \eta}
\end{align*}
$$

The commutation relations of this Lie algebra are presented in table 1 , where the $(i, j)$ th entry represents the commutator $\left[X_{i}, X_{j}\right]$.

The adjoint action is given by the Lie series

$$
\operatorname{Ad}\left(\exp \left(\epsilon X_{i}\right) X_{j}\right)=X_{j}-\epsilon\left[X_{i}, X_{j}\right]+\frac{\epsilon^{2}}{2}\left[X_{i},\left[X_{i}, X_{j}\right]\right]-\cdots,
$$

where $\left[X_{i}, X_{j}\right]$ is the commutator for the Lie algebra and $\epsilon$ is a parameter. We can write the adjoint action for the Lie algebra (12). It is listed in table 2, where the $(i, j)$ th entry gives $\operatorname{Ad}\left(\exp \left(\epsilon X_{i}\right) X_{j}\right)$.

Table 1. Composition table for (12).

|  | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $X_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0 | 0 | $X_{2}$ | $\frac{1}{2} X_{1}$ | 0 |
| $X_{2}$ | 0 | 0 | $-X_{1}$ | $\frac{1}{2} X_{2}$ | 0 |
| $X_{3}$ | $-X_{2}$ | $X_{1}$ | 0 | 0 | 0 |
| $X_{4}$ | $-\frac{1}{2} X_{1}$ | $-\frac{1}{2} X_{2}$ | 0 | 0 | $-X_{5}$ |
| $X_{5}$ | 0 | 0 | 0 | $X_{5}$ | 0 |

Table 2. The adjoint representation of (12).

| $\operatorname{Ad}(\epsilon \cdot)$ | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}$ | $X_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $X_{1}$ | $X_{1}$ | $X_{2}$ | $X_{3}-\epsilon X_{2}$ | $X_{4}-\frac{\epsilon}{2} X_{1}$ | $X_{5}$ |
| $X_{2}$ | $X_{1}$ | $X_{2}$ | $X_{3}+\epsilon X_{1}$ | $X_{4}-\frac{\epsilon}{2} X_{2}$ | $X_{5}$ |
| $X_{3}$ | $X_{1} \cos \epsilon+X_{2} \sin \epsilon$ | $X_{2} \cos \epsilon-X_{1} \sin \epsilon$ | $X_{3}$ | $X_{4}$ | $X_{5}$ |
| $X_{4}$ | $\mathrm{e}^{\frac{\epsilon}{2}} X_{1}$ | $\mathrm{e}^{\frac{\epsilon}{2}} X_{2}$ | $X_{3}$ | $X_{4}$ | $\mathrm{e}^{\epsilon} X_{5}$ |
| $X_{5}$ | $X_{1}$ | $X_{2}$ | $X_{3}$ | $X_{4}-\epsilon X_{5}$ | $X_{5}$ |

Theorem 1. A one-dimensional optimal system of (12) is given by
$W_{1}=X_{4}, \quad W_{2}=X_{4}+\alpha X_{3} \quad(\alpha \neq 0), \quad W_{3}=X_{3}, \quad W_{4}=X_{3}+X_{5}$,
$W_{5}=X_{3}-X_{5}, \quad W_{6}=X_{1}, \quad W_{7}=X_{5}, \quad W_{8}=X_{5}+X_{1}$.

Proof. Let $X=\sum_{i=1}^{5} a_{i} X_{i}$. First of all, using Adexp $\left(\epsilon X_{3}\right)$, we may rotate $X_{1}$ and $X_{2}$. As a result, we shall always assume that $a_{2}=0$ in the following discussion. Now we claim that the space spanned by a nonzero $X$ must be equivalent to some $W_{i}$. We consider three cases separately.

Case 1. If $a_{4} \neq 0$, scaling $X$ if necessary, we can assume that $a_{4}=1$. So $X$ is equivalent to

$$
X=X_{4}+a_{1} X_{1}+a_{3} X_{3}+a_{5} X_{5} .
$$

Acting on this vector by $\operatorname{Ad} \exp \left(a_{5} X_{5}\right)$, we can make the coefficient of $X_{5}$ vanish. And $X$ is reduced to

$$
X=X_{4}+a_{1} X_{1}+a_{3} X_{3} .
$$

Applying $\operatorname{Ad} \exp \left(\epsilon_{1} X_{1}\right)$ and $\operatorname{Ad} \exp \left(\epsilon_{2} X_{2}\right)$ to this $X$, we obtain a new vector

$$
X=X_{4}+\tilde{a}_{1} X_{1}+\tilde{a}_{2} X_{2}+a_{3} X_{3},
$$

where $\tilde{a}_{1}=a_{1}+a_{3} \epsilon_{2}-\epsilon_{1} / 2$ and $\tilde{a}_{2}=-a_{3} \epsilon_{1}-\epsilon_{2} / 2$, and they vanish after choosing

$$
\epsilon_{1}=\frac{2 a_{1}}{1+4 a_{3}^{2}}, \quad \epsilon_{2}=-\frac{4 a_{1} a_{3}}{1+4 a_{3}^{2}} .
$$

Thus $X$ is equivalent to one of the following vector fields $X_{4}$ and $X_{4}+\alpha X_{3}(\alpha \neq 0)$.
Case 2. If $a_{4}=0$ and $a_{3} \neq 0$, we scale to make $a_{3}=1$. Use $\operatorname{Ad} \exp \left(-a_{1} X_{1}\right)$ to eliminate $a_{1}$. After acted by $\operatorname{Ad} \exp \left(\epsilon X_{5}\right)$ for suitable $\epsilon$, we obtain three inequivalent generators $X_{3}, X_{3}+X_{5}$ and $X_{3}-X_{5}$.

Case 3. If $a_{4}=0$ and $a_{3}=0$, in this case, $X$ is simplified to $X=a_{1} X_{1}+a_{5} X_{5}$.

If $a_{5} \neq 0$, we take $a_{5}=1$. After using the adjoint action of the group generated by $X_{4}$, we conclude that $X$ is equivalent to $X_{5}, X_{5}+X_{1}$ and $X_{5}-X_{1}$. Acting on $X_{5}-X_{1}$ by $\operatorname{Ad} \exp \left(\pi X_{3}\right)$, we obtain $X_{5}+X_{1}$. Thus any one-dimensional subalgebra spanned by $X$ is equivalent to one spanned by either $X_{5}$ or $X_{5}+X_{1}$.

If $a_{5}=0$, then the only remaining vectors are the multiples of $X_{1}$, on which the adjoint representation acts trivially. Thus $X$ is reduced to $X_{1}$.

Thus, we have shown that any one-dimensional subspace of (12) is equivalent to that of the subspaces spanned by $W_{1}, \ldots, W_{8}$. It remains to prove that any two one-dimensional subalgebras obtained above are mutually inequivalent [23,32]. We shall accomplish this by introducing some adjoint invariants. Recall that a real function $\phi$ on a Lie algebra $\mathfrak{g}$ is called an invariant if $\phi(\operatorname{Ad}(\mathfrak{g}) X)=\phi(X)$ for all $X \in \mathfrak{g}$ and $\mathfrak{g}$ in the corresponding Lie group $G$. For two vectors $X$ and $Y$, generate conjugate one-dimensional subalgebra, it is necessary that $\phi(X)=\phi(Y)$ for any invariant $\phi$. Let $X=\sum_{i=1}^{5} a_{i} X_{i}$ be a general vector for (12), then $\phi$ can be regarded as a function of $a_{1}, \ldots, a_{5}$.

Lemma 2. $A=a_{3}, B=a_{4}$ are invariants.
Proof. This can be easily seen from table 2.
Lemma 3. The following function is an invariant:

$$
C=\operatorname{sign} a_{5}
$$

Proof. Since the actions of $\operatorname{Ad} \exp \left(\epsilon X_{i}\right), i \neq 4$, do not change the values of $a_{5}$, it is sufficient to check the invariance of $C$ under the action of $\operatorname{Ad} \exp \left(\epsilon X_{4}\right)$. We denote the new coefficient by $\tilde{a}_{5}$. Under $\operatorname{Ad} \exp \left(\epsilon X_{4}\right), \tilde{a}_{5}=\mathrm{e}^{\epsilon} a_{5}$, thus $C$ is an invariant.

Lemma 4. $D$ is an invariant, where

$$
D= \begin{cases}1 & a_{3}=a_{4}=0, a_{1}^{2}+a_{2}^{2} \neq 0 \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Since $a_{3}$ and $a_{4}$ are invariants, it suffices to check the invariance of $D$ under $a_{3}=a_{4}=0$. However, observe that $\operatorname{Ad} \exp \left(\epsilon X_{i}\right), i=1,2,5$, do not change $X_{1}$ and $X_{2}$. We only need to check the action of $\operatorname{Ad} \exp \left(\epsilon_{1} X_{3}\right)$ and $\operatorname{Ad} \exp \left(\epsilon_{2} X_{4}\right)$. We denote the new coefficients by $\tilde{a}_{1}$ and $\tilde{a}_{2}$.

In fact, after acted by $\operatorname{Ad} \exp \left(\epsilon_{1} X_{3}\right), \tilde{a}_{1}$ and $\tilde{a}_{2}$ satisfy $\tilde{a}_{1}^{2}+\tilde{a}_{2}^{2}=a_{1}^{2}+a_{2}^{2}$, and then $D$ is unchanged. On the other hand, under $\operatorname{Ad} \exp \left(\epsilon_{2} X_{4}\right), \tilde{a}_{1}$ and $\tilde{a}_{2}$ satisfy $\tilde{a}_{1}^{2}+\tilde{a}_{2}^{2}=\mathrm{e}^{\epsilon_{2}}\left(a_{1}^{2}+a_{2}^{2}\right)$. Hence $D$ is also unchanged.

We conclude that $D$ is actually an invariant.
Now, we claim that different $W_{i}$ 's are mutually inequivalent. We evaluate all invariants for each and put the results in table 3. It is clear from table 3 that for different $i$, or the same $i$ but with different parameters, they are inequivalent. We have established the optimality of the system. So theorem 1 holds.

We have obtained eight inequivalent one-dimensional subalgebras. Each subalgebra will provide a reduction to an ODE. We shall consider one of the subalgebras, i.e., $W_{6}=X_{1}$ in some details, as an example. The results for the other one-dimensional subalgebras can be obtained in a similar manner.

Table 3. Invariants for (13).

|  | $W_{1}$ | $W_{2}$ | $W_{3}$ | $W_{4}$ | $W_{5}$ | $W_{6}$ | $W_{7}$ | $W_{8}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $A$ | 0 | $\alpha$ | 1 | 1 | 1 | 0 | 0 | 0 |
| $B$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $C$ | 0 | 0 | 0 | 1 | -1 | 0 | 1 | 1 |
| $D$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |

For $W_{6}$, the characteristic equation is

$$
\frac{\mathrm{d} \xi}{2 \sqrt{\xi} \cos v}=\frac{\mathrm{d} \eta}{0}=\frac{\mathrm{d} v}{-\frac{\sin v}{\sqrt{\xi}}}
$$

Global invariants of this group are

$$
z=\eta, \quad \lambda=\xi \sin ^{2} v
$$

so that a group-invariant solution $\lambda=g(z)$ takes the form

$$
\xi \sin ^{2} v=g(z)
$$

Solving for the derivatives of $v$ with respect to $\xi, \eta$ in terms of those of $\lambda$ with respect to $z$ and substituting these expressions into (10), we find the reduced ODE

$$
g^{\prime}=0,
$$

where and hereafter the primes denote differentiation with respect to $z$. It is solved by

$$
g(z)=C,
$$

where $C$ is a nonzero arbitrary constant.
Then we obtain an exact solution of (10) with

$$
v(\xi, \eta)=\arcsin \frac{C_{1}}{\sqrt{\xi}},
$$

where $C_{1}$ is a nonzero arbitrary constant.
Not all groups will generate group-invariant solutions. The criterion for the existence of such solutions can be found in [31]. However, it is not necessary to examine for any case. One simply discovers during the derivation of the similarity variables that the desired reduction in the number of independent variables does not occur. Algebra $W_{3}$ fails this test and provides no group-invariant solutions. And all other algebras generate reductions of (10) to ODEs. We run through the individual subalgebras and obtain the reduction formula and the corresponding invariant equations written in terms of the invariants. The results for the other one-dimensional subalgebras are listed in table A1. In the reduced equations, we always take the second invariant as a function of the first invariant. Note that it remains necessary to solve these ODEs to obtain the group-invariant solutions explicitly, and in most cases this is still very difficult. Once the reduced equation in column 5 is solved, the corresponding relation in column 4 explicitly defines a surface in $(\xi, \eta, v)$-space.

Note that all second-order ODEs in table A1 can be reduced to first-order ODEs easily. The reduced ODEs for $W_{1}$ and $W_{7}$ are solved here for particular solutions which then provide complete analytic solutions of (10).

Consider the reduced ODE for $W_{1}$ :

$$
4 z g^{\prime \prime}+4 z^{2}(z+2) g^{\prime 3}+(z+6) g^{\prime}=0 .
$$

Table 4. Composition table for (14).

|  | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :--- |
| $Y_{1}$ | 0 | 0 | 0 | $Y_{2}$ | $Y_{1}$ |
| $Y_{2}$ | 0 | 0 | 0 | $-Y_{1}$ | $Y_{2}$ |
| $Y_{3}$ | 0 | 0 | 0 | 0 | $2 Y_{3}$ |
| $Y_{4}$ | $-Y_{2}$ | $Y_{1}$ | 0 | 0 | 0 |
| $Y_{5}$ | $-Y_{1}$ | $-Y_{2}$ | $-2 Y_{3}$ | 0 | 0 |

Introduce a new function $h(z)$ which satisfies $h(z)=g^{\prime}(z)$, then the equation above can be reduced to

$$
4 z h^{\prime}+4 z^{2}(z+2) h^{3}+(z+6) h=0
$$

and yields

$$
h(z)= \pm \frac{1}{z \sqrt{C_{1} z \mathrm{e}^{\frac{z}{2}}-4}}
$$

Thus,

$$
v(\xi, \eta)= \pm \int^{\frac{\xi}{\eta}} \frac{1}{s \sqrt{C_{1} s \mathrm{e}^{\frac{s}{2}}-4}} \mathrm{~d} s+C_{2}
$$

is a group-invariant solution of (10) corresponding to $W_{1}$.
Similar to the above analysis, we obtain an exact solution associated with $W_{7}$ given by

$$
v(\xi, \eta)= \pm \arctan \sqrt{-1+C_{1} \xi}+C_{2} .
$$

Many more solutions are certainly possible and can be obtained through the solutions of the reduced ODEs.

## 5. Symmetry group analysis for (11)

Similar to the previous section, symmetry group analysis for (11) is accomplished in this section. First, we shall determine the symmetry group of (11), classify one-parameter subgroups up to the adjoint representation and finally obtain the reduced ODEs or some group-invariant solutions for the one-dimensional optimal systems.

Theorem 5. The Lie algebra of infinitesimal symmetries of (11) is spanned by the following five vector fields:

$$
\begin{align*}
& Y_{1}=\frac{\partial}{\partial \xi}, \quad Y_{2}=\frac{\partial}{\partial \eta}, \quad Y_{3}=\frac{\partial}{\partial v}, \\
& Y_{4}=-\eta \frac{\partial}{\partial \xi}+\xi \frac{\partial}{\partial \eta}, \quad Y_{5}=\xi \frac{\partial}{\partial \xi}+\eta \frac{\partial}{\partial \eta}+2 v \frac{\partial}{\partial v} . \tag{14}
\end{align*}
$$

The commutation relation and the action of the adjoint representation for the Lie algebra (14) can be found in tables 4 and 5, respectively.

Let us use the notation

| $V_{1}=Y_{4}$, | $V_{2}=Y_{4}+Y_{3}$, | $V_{3}=Y_{4}-Y_{3}$, | $V_{4}=Y_{4}+\alpha Y_{5} \quad(\alpha \neq 0)$, |
| :--- | :--- | :--- | :--- |
| $V_{5}=Y_{5}$, | $V_{6}=Y_{1}$, | $V_{7}=Y_{3}$, | $V_{8}=Y_{1}+Y_{3}$. |

Table 5. The adjoint representation of (14).

| $\operatorname{Ad}(\epsilon \cdot)$ | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $Y_{1}$ | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}-\epsilon Y_{2}$ | $Y_{5}-\epsilon Y_{1}$ |
| $Y_{2}$ | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}+\epsilon Y_{1}$ | $Y_{5}-\epsilon Y_{2}$ |
| $Y_{3}$ | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}-2 \epsilon Y_{3}$ |
| $Y_{4}$ | $Y_{1} \cos \epsilon+Y_{2} \sin \epsilon$ | $Y_{2} \cos \epsilon-Y_{1} \sin \epsilon$ | $Y_{3}$ | $Y_{4}$ | $Y_{5}$ |
| $Y_{5}$ | $\mathrm{e}^{\epsilon} Y_{1}$ | $\mathrm{e}^{\epsilon} Y_{2}$ | $\mathrm{e}^{2 \epsilon} Y_{3}$ | $Y_{4}$ | $Y_{5}$ |

Table 6. Invariants for (15).

|  | $V_{1}$ | $V_{2}$ | $V_{3}$ | $V_{4}$ | $V_{5}$ | $V_{6}$ | $V_{7}$ | $V_{8}$ |
| :--- | :--- | :--- | ---: | :--- | :--- | :--- | :--- | :--- |
| $E$ | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $F$ | 0 | 0 | 0 | $\alpha$ | 1 | 0 | 0 | 0 |
| $H$ | 0 | 1 | -1 | 0 | 0 | 0 | 1 | 1 |
| $P$ | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |

Theorem 6. The vectors $V_{1}, \ldots, V_{8}$ form an optimal system of one-dimensional subalgebra for (14).

Let $Y=\sum_{i=1}^{5} b_{i} Y_{i}$ be a general vector for (14). Similarly to the proof of theorem 1 , it is easy to show that each one-dimensional subalgebra of (14) is equivalent to one member in $V_{i},(i=1, \ldots, 8)$. Now we claim that they are inequivalent and hence form an optimal system. To prove this, we define some adjoint invariants.

Lemma 7. $E=b_{4}, F=b_{5}$ are invariants.
Lemma 8. Define

$$
H= \begin{cases}\operatorname{sign} b_{3}, & b_{5}=0 \\ 0, & \text { otherwise }\end{cases}
$$

Then $H$ is an invariant.
Proof. Since $b_{5}$ is an invariant, it suffices to check the invariance of $H$ under $b_{5}=0$. Note that $\operatorname{Ad} \exp \left(\epsilon Y_{i}\right), i \neq 5$, do not change the value of $b_{3}$. We only need to check the action of $\operatorname{Ad} \exp \left(\epsilon Y_{5}\right)$. In fact, after acted by $\operatorname{Ad} \exp \left(\epsilon Y_{5}\right)$, the new coefficients of $Y_{3}$, say $\tilde{b}_{3}$, satisfy $\tilde{b}_{3}=\mathrm{e}^{2 \epsilon} b_{3}$, and then $H$ is unchanged.

Lemma 9. The following function is an invariant:

$$
P= \begin{cases}1, & b_{4}=b_{5}=0, b_{1}^{2}+b_{2}^{2} \neq 0 \\ 0, & \text { otherwise }\end{cases}
$$

The proof is similar to that of lemma 4.
Now evaluate all invariants at each $V_{i}(i=1, \ldots, 8)$ and put the results in table 6. It is clear from table 6 that for different $i$, or the same $i$ but with different parameters, they are inequivalent. Then theorem 6 holds.

We run through the individual subalgebras (15) and obtain the reduction formula and the corresponding invariant equations written in terms of the invariants. Note that $V_{6}$ and $V_{7}$ cannot yield group-invariant solutions. All other group reductions are presented in table A2. As explained before, in the reduced equations we always take the second invariant as a function of the first invariant.

Table 7. The adjoint representation of (18).

| $\operatorname{Ad}(\epsilon \cdot)$ | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | $Z_{4}$ | $Z_{5}$ | $Z_{6}$ | $Z_{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $Z_{1}$ | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | $Z_{4}-\epsilon Z_{2}$ | $Z_{5}$ | $Z_{6}-\epsilon Z_{1}$ | $Z_{7}-3 \epsilon Z_{1}$ |
| $Z_{2}$ | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | $Z_{4}$ | $Z_{5}-\epsilon Z_{1}$ | $Z_{6}+\epsilon Z_{2}$ | $Z_{7}$ |
| $Z_{3}$ | $Z_{1}$ | $Z_{2}$ | $Z_{3}$ | $Z_{4}$ | $Z_{5}$ | $Z_{6}$ | $Z_{7}-2 \epsilon Z_{3}$ |
| $Z_{4}$ | $Z_{1}+\epsilon Z_{2}$ | $Z_{2}$ | $Z_{3}$ | $Z_{4}$ | $Z_{5}+\epsilon Z_{6}-\epsilon^{2} Z_{4}$ | $Z_{6}+2 \epsilon Z_{4}$ | $Z_{7}+3 \epsilon Z_{4}$ |
| $Z_{5}$ | $Z_{1}$ | $Z_{2}+\epsilon Z_{1}$ | $Z_{3}$ | $Z_{4}+\epsilon Z_{6}-\epsilon^{2} Z_{5}$ | $Z_{5}$ | $Z_{6}-2 \epsilon Z_{5}$ | $Z_{7}-3 \epsilon Z_{5}$ |
| $Z_{6}$ | $\mathrm{e}^{\epsilon} Z_{1}$ | $\mathrm{e}^{-\epsilon} Z_{2}$ | $Z_{3}$ | $\mathrm{e}^{-2 \epsilon} Z_{4}$ | $\mathrm{e}^{2 \epsilon} Z_{5}$ | $Z_{6}$ | $Z_{7}$ |
| $Z_{7}$ | $\mathrm{e}^{3 \epsilon} Z_{1}$ | $Z_{2}$ | $\mathrm{e}^{2 \epsilon} Z_{3}$ | $\mathrm{e}^{-3 \epsilon} Z_{4}$ | $\mathrm{e}^{3 \epsilon} Z_{5}$ | $Z_{6}$ | $Z_{7}$ |

Except for the reduced ODE for $V_{5}$, all other ODEs can be reduced to first-order ODEs. Once they are solved, exact solutions for (11) can be obtained. Here, we only write the group-invariant solution corresponding to $V_{1}$ :

$$
v(\xi, \eta)=-\frac{1}{2}\left(\xi^{2}+\eta^{2}\right)+C_{1}
$$

and the exact solution corresponding to $V_{8}$ :

$$
v(\xi, \eta)=-\frac{1}{2} \ln \left(1+\tan ^{2}\left(\eta+C_{1}\right)\right)+C_{2},
$$

where and hereafter $C_{1}$ and $C_{2}$ denote arbitrary constants.

## 6. Group-invariant solutions for the geometric heat flow

Since we have reduced the geometric heat flow for surface to (10) and (11) in section 3, the further symmetry analysis for the two PDEs is accomplished in sections 4 and 5. Combining the results and conclusions in sections 3-5 together, we can obtain the reduced equations, or group-invariant solutions, for the geometric heat equation.

Case 1. $k_{4} \neq 0, k_{2} \neq 0$. The group-invariant solutions for the GHE are given by

$$
k_{4} u-\arctan \frac{y-y_{0}}{x-x_{0}}=v\left(\mathrm{e}^{-k_{2} u}\left(\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right), \mathrm{e}^{-k_{2} u}\left(t-t_{0}\right)\right),
$$

where

$$
x_{0}=-\frac{k_{2} k_{5}+k_{1} k_{4}}{k_{4}^{2}+k_{2}^{2}}, \quad y_{0}=k_{4} k_{5}-k_{1} k_{2} k_{4}^{2}+k_{2}^{2}, \quad t_{0}=-\frac{k_{3}}{2 k_{2}}
$$

Case 2. $k_{4} \neq 0, k_{2}=0$. In this case, the group-invariant solutions for the GHE should satisfy

$$
k_{4} u-\arctan \frac{y-\frac{k_{5}}{k_{4}}}{x+\frac{k_{1}}{k_{4}}}=v\left(\left(x+\frac{k_{1}}{k_{4}}\right)^{2}+\left(y-\frac{k_{5}}{k_{4}}\right)^{2}, t-k_{3} u\right) .
$$

Case 3. $k_{4}=0, k_{2} \neq 0$. The group-invariant solutions of the GHE are given implicitly by

$$
\mathrm{e}^{-k_{2} u}\left(t+\frac{k_{3}}{2 k_{2}}\right)=v\left(\mathrm{e}^{-k_{2} u}\left(x+\frac{k_{5}}{k_{2}}\right), \mathrm{e}^{-k_{2} u}\left(y+\frac{k_{1}}{k_{2}}\right)\right) .
$$

Case 4. $k_{4}=0, k_{2}=0, k_{1}^{2}+k_{3}^{2}+k_{5}^{2} \neq 0$. In this case, the group-invariant solutions for the GHE can be expressed as

$$
t-k_{3} u=v\left(x-k_{5} u, y-k_{1} u\right) .
$$

In the above four cases, the function $v$, or the equations it satisfies, can be found in table A1 for cases 1 and 2, and in table A2 for cases 3 and 4.

Here, we only present subsequently three group-invariant solutions of the GHE for illustration,

$$
\begin{align*}
& u=\frac{ \pm \arctan \sqrt{-1+C_{1}\left(\left(x+\frac{k_{1}}{k_{4}}\right)^{2}+\left(y-\frac{k 5}{k 4}\right)^{2}\right)}+\arctan \frac{y-\frac{k 5}{k_{4}}}{x+\frac{k_{1}}{k_{4}}}+C_{2},}{k 4}, \\
& u=\frac{\arcsin \frac{C_{1}}{\sqrt{\left(\left(x+\frac{k_{1}}{k_{4}}\right)^{2}+\left(y-\frac{k 5}{k 4}\right)^{2}\right)}}+\arctan \frac{y-\frac{k 5}{k_{4}}}{x+\frac{k_{1}}{k_{4}}}}{k_{4}},  \tag{16}\\
& u=\frac{\ln \left(\left(x+\frac{k_{5}}{k_{2}}\right)^{2}+\left(y+\frac{k_{1}}{k_{2}}\right)^{2}+2\left(t+\frac{k_{3}}{2 k_{2}}\right)\right)}{2 k_{2}} .
\end{align*}
$$

## 7. Exact solutions of the affine geometric heat flow

In this section, we carry out the group analysis for the affine case (7) and give exact solutions for a special case.

Now we consider the Lie symmetry of (7). Using the Lie's point symmetry method, we obtain the infinitesimal generator for the symmetry group of (7):

$$
X=\eta_{1}(x, y, t, u) \frac{\partial}{\partial x}+\eta_{2}(x, y, t, u) \frac{\partial}{\partial y}+\eta_{3}(x, y, t, u) \frac{\partial}{\partial t}+\eta_{4}(x, y, t, u) \frac{\partial}{\partial u},
$$

where

$$
\begin{aligned}
& \eta_{1}=\left(3 F_{5}(u)+F_{2}(u)\right) x+F_{4}(u) y+F_{1}(u), \\
& \eta_{2}=F_{7}(u) x-F_{2}(u) y+F_{3}(u), \\
& \eta_{3}=2 F_{5}(u) t+F_{6}(u), \\
& \eta_{4}=F_{8}(u),
\end{aligned}
$$

and $F_{i}(u)(i=1, \ldots, 8)$ are eight arbitrary functions.
Here we only consider a special case with $F_{i}(u)=k_{i}(i=1, \ldots, 8)$ where $k_{2} \neq 0, k_{4}=$ $k_{5}=0, k_{8}=1$ and other $k_{i}$ 's are arbitrary constants. Then $\eta_{1}, \eta_{2}, \eta_{3}$ and $\eta_{4}$ become

$$
\begin{array}{ll}
\eta_{1}^{*}=k_{2} x+k_{1}, & \eta_{2}^{*}=k_{7} x-k_{2} y+k_{3}, \\
\eta_{3}^{*}=k_{6}, & \eta_{4}^{*}=1 .
\end{array}
$$

Integration of the characteristic equation

$$
\frac{\mathrm{d} x}{k_{2} x+k_{1}}=\frac{\mathrm{d} y}{k_{7} x-k_{2} y+k_{3}}=\frac{\mathrm{d} t}{k_{6}}=\frac{\mathrm{d} u}{1}
$$

gives the symmetry invariants

$$
\begin{aligned}
\xi & =\frac{k_{2} x+k_{1}}{\mathrm{e}^{k_{2} u} k_{2}} \\
\eta & =\frac{\mathrm{e}^{k_{2} u}\left(2 k_{2}^{2} y-k_{2} k_{7} x-2 k_{2} k_{3}+k_{7} k_{1}\right)}{2 k_{2}^{2}} \\
\tau & =t-k_{6} u
\end{aligned}
$$

We now look for a similarity reduction to (7) of the form

$$
\tau=v(\xi, \eta)
$$

Inserting it into (7) gives

$$
\begin{equation*}
-1=v_{\eta}^{2} v_{\xi \xi}-2 v_{\xi} v_{\eta} v_{\xi \eta}+v_{\xi}^{2} v_{\eta \eta} . \tag{17}
\end{equation*}
$$

Now we use Lie group theory to analyze (17). Its Lie algebra of infinitesimal symmetries is spanned by the following seven vector fields:
$Z_{1}=\frac{\partial}{\partial \xi}, \quad Z_{2}=\frac{\partial}{\partial \eta}, \quad Z_{3}=\frac{\partial}{\partial v}, \quad Z_{4}=\xi \frac{\partial}{\partial \eta}$,
$Z_{5}=\eta \frac{\partial}{\partial \xi}, \quad Z_{6}=\xi \frac{\partial}{\partial \xi}-\eta \frac{\partial}{\partial \eta}, \quad Z_{7}=3 \xi \frac{\partial}{\partial \xi}+2 v \frac{\partial}{\partial v}$.
The adjoint representation for the Lie algebra (18) can be found in table 7.
We now introduce the vectors
$U_{1}=Z_{6}, \quad U_{2}=Z_{6}+Z_{3}, \quad U_{3}=Z_{6}-Z_{3}, \quad U_{4}=Z_{4}-Z_{5}+\alpha Z_{3}$,
$U_{5}=Z_{4}+Z_{3}+\alpha Z_{1}, \quad U_{6}=Z_{4}-Z_{3}+\alpha Z_{1}, \quad U_{7}=Z_{4}+Z_{1}$,
$U_{8}=Z_{4}-Z_{1}, \quad U_{9}=Z_{4}, \quad U_{10}=Z_{1}, \quad U_{11}=Z_{1}+Z_{3}$,
$U_{12}=Z_{1}-Z_{3}, \quad U_{13}=Z_{2}, \quad U_{14}=Z_{3}, \quad U_{15}=Z_{2}+Z_{3}$,
$U_{16}=Z_{2}-Z_{3}, \quad U_{17}=Z_{7}+\alpha Z_{6}, \quad U_{18}=Z_{7}+Z_{4}+\alpha Z_{5}\left(\alpha<-\frac{9}{4}\right)$,
$U_{19}=Z_{7}-Z_{4}+\alpha Z_{5}\left(\alpha>\frac{9}{4}\right), \quad U_{20}=Z_{7}-\frac{3}{2} Z_{6}+Z_{5}$,
$U_{21}=Z_{7}-\frac{3}{2} Z_{6}-Z_{5}, \quad U_{22}=Z_{7}+Z_{2}, \quad U_{23}=Z_{7}-Z_{2}$,
$U_{24}=Z_{7}-3 Z_{6}+Z_{2}+Z_{1}, \quad U_{25}=Z_{7}-3 Z_{6}+Z_{2}-Z_{1}$,
$U_{26}=Z_{7}-3 Z_{6}+Z_{2}, \quad U_{27}=Z_{7}-3 Z_{6}-Z_{2}+Z_{1}$,
$U_{28}=Z_{7}-3 Z_{6}-Z_{2}-Z_{1}, \quad U_{29}=Z_{7}-3 Z_{6}-Z_{2}$,
$U_{30}=Z_{7}-3 Z_{6}+Z_{1}, \quad U_{31}=Z_{7}-3 Z_{6}-Z_{1}$.
Theorem 10. An optimal system of one-dimensional subalgebras of (18) consists of the family $\left\{U_{i}, i=1, \ldots, 31\right\}$.

Let $Z=\sum_{i=1}^{7} c_{i} Z_{i}$ be a general vector for (18).
Lemma 11. $Q=c_{6}^{2}+3 c_{6} c_{7}+c_{4} c_{5}$ is an invariant.
Proof. A well-known fact is that the Killing form is invariant under the adjoint action. A straightforward calculation shows that

$$
K(Z, Z)=10\left(c_{6}^{2}+3 c_{6} c_{7}+c_{4} c_{5}\right)+31 c_{7}^{2}
$$

is the Killing form of the Lie algebra (18). Hence $K(Z, Z)$ is invariant under the adjoint action. From lemma 12, we see that $Q$ is an invariant.

Lemma 12. The following two functions are invariants:

$$
L=c_{7}, \quad S=\operatorname{sign} c_{3} .
$$

After using the optimal system, we obtain 31 nonequivalent one-dimensional subalgebras. With those Lie algebras, one may reduce (17) to ODEs, which are not equivalent essentially [30].
(1) $U_{1}=\xi \partial_{\xi}-\eta \partial_{\eta}$. For $U_{1}$, its invariants are $z=\xi \eta$ and $v$, the group-invariant solution for (17) is $v=g(z)$, where $g(z)$ satisfies

$$
z g^{\prime 3}-\frac{1}{2}=0
$$

Solving it gives a solution of (17):

$$
v=\frac{3}{2^{\frac{4}{3}}}(\xi \eta)^{\frac{2}{3}}+C_{1} .
$$

(2) $U_{2}, U_{3}=\xi \partial_{\xi}-\eta \partial_{\eta} \pm \partial_{v}$. For $U_{2}$ and $U_{3}$, the invariants are $z=\xi \eta$ and $v \mp \ln |\xi|$, and the group-invariant solutions for $(17)$ are $v=g(z) \pm \ln |\xi|$, where $g(z)$ satisfies the ODE

$$
g^{\prime \prime}-2 z g^{13} \mp 3 g^{\prime 2}+1=0 .
$$

(3) $U_{4}=-\eta \partial_{\xi}+\xi \partial_{\eta}+\alpha \partial_{v}$.
(3.1) $\alpha=0$. For $U_{4}$, its invariants are $z=\xi^{2}+\eta^{2}$ and $v$, the corresponding group-invariant solution for (17) is $v=g(z)$, then $g(z)$ satisfies the ODE

$$
z g^{\prime 3}+\frac{1}{8}=0
$$

Solving it, we deduce an exact solution to (17) given by

$$
v=-\frac{3}{4}\left(\xi^{2}+\eta^{2}\right)^{\frac{2}{3}}+C_{1} .
$$

(3.2) $\alpha \neq 0$. In this case, the invariants for $U_{4}$ are $z=\xi^{2}+\eta^{2}$ and $v-\alpha \arctan \eta / \xi$, then the group-invariant solution for (17) is $v=g(z)+\alpha \arctan \eta / \xi$, where $g(z)$ satisfies the ODE

$$
4 \alpha^{2} g^{\prime \prime}+8 z g^{\prime 3}+\frac{6 \alpha^{2}}{z} g^{\prime}+1=0
$$

(4) $U_{5}, U_{6}=\alpha \partial_{\xi}+\xi \partial_{\eta} \pm \partial_{v}$.
(4.1) $\alpha=0$. In this case, the invariants are $z=\xi$ and $v \mp \eta / \xi$, and the group-invariant solutions for (17) are given by $v=g(z) \pm \eta / \xi$, where $g(z)$ satisfies the ODE

$$
\frac{1}{z^{2}} g^{\prime \prime}+\frac{2}{z^{3}} g^{\prime}+1=0
$$

Then, the corresponding solutions to (17) are

$$
v= \pm \frac{\eta}{\xi}-\frac{1}{20} \xi^{4}+C_{1} \frac{1}{\xi}+C_{2} .
$$

(4.2) $\alpha \neq 0$. For $U_{5}$ and $U_{6}$, the invariants are $z=\xi^{2}-2 \alpha \eta$ and $v \mp \xi / \alpha$, then the groupinvariant solutions for (17) can be represented as $v=g(z) \pm \xi / \alpha$, then $g(z)$ satisfies the ODE

$$
4 g^{\prime \prime}+8 \alpha^{2} g^{\prime 3}+1=0
$$

(5) $U_{7}, U_{8}= \pm \partial_{\xi}+\xi \partial_{\eta}$. The invariants are $z=\xi^{2} \mp 2 \eta$ and $v$, and the corresponding group-invariant solutions for (17) are $v=g(z)$, where $g(z)$ satisfies the ODE

$$
g^{\prime 3}+\frac{1}{8}=0
$$

It gives a solution of (17)

$$
v=-\frac{1}{2}\left(\xi^{2} \mp 2 \eta\right)+C_{1} .
$$

(6) $U_{11}, U_{12}=\partial_{\xi} \pm \partial_{v}$. For $U_{11}$ and $U_{12}$, the invariants are $z=\eta$ and $v \mp \xi$, and the group-invariant solutions for (17) are $v=g(z) \pm \xi$, where $g(z)$ satisfies the ODE

$$
g^{\prime \prime}+1=0
$$

The corresponding solutions to (17) are given by

$$
v= \pm \xi-\frac{1}{2} \eta^{2}+C_{1} \eta+C_{2}
$$

(7) $U_{15}, U_{16}=\partial_{\eta} \pm \partial_{v}$. For $U_{15}$ and $U_{16}$, the invariants are $z=\xi$ and $v \mp \eta$, the group-invariant solutions for (17) are $v=g(z) \pm \eta$, where $g(z)$ satisfies

$$
g^{\prime \prime}+1=0
$$

It gives a solution of (17):

$$
v= \pm \eta-\frac{1}{2} \xi^{2}+C_{1} \xi+C_{2}
$$

(8) $U_{17}=(3+\alpha) \xi \partial_{\xi}-\alpha \eta \partial_{\eta}+2 v \partial_{v}$.
(8.1) $\alpha=0$. In this case, its invariants are $z=\eta$ and $v \xi^{-2 / 3}$, the group-invariant solution for (17) is given by $v=\xi^{2 / 3} g(z)$, where $g(z)$ satisfies the ODE

$$
4 g^{2} g^{\prime \prime}-10 g g^{\prime 2}+9=0
$$

(8.2) $\alpha \neq 0$. For $U_{17}$, its invariants are $z=\eta^{1+3 / \alpha} \xi$ and $v \eta^{2 / \alpha}$, and the corresponding group-invariant solution for (17) is given by $v=\eta^{-2 / \alpha} g(z)$, where $g(z)$ satisfies the ODE

$$
4 g^{2} g^{\prime \prime}-\left(2 \alpha^{2}+9 \alpha+9\right) z g^{\prime 3}+2(3 \alpha+4) g g^{\prime 2}+\alpha^{2}=0
$$

(9) $U_{18}=(3 \xi+\alpha \eta) \partial_{\xi}+\xi \partial_{\eta}+2 v \partial_{v}\left(\alpha<-\frac{9}{4}\right)$. For $U_{18}$, its invariants are $z=$ $\left(\xi^{2}-3 \xi \eta-\alpha \eta^{2}\right) /\left(4 \xi^{2}-12 \xi \eta+9 \eta^{2}\right)$ and $v /(2 \xi-3 \eta)^{4 / 3}$, the group-invariant solution for (17) is given by $v=(2 \xi-3 \eta)^{4 / 3} g(z)$, where $g(z)$ satisfies the ODE

$$
(1-4 z) g^{2} g^{\prime \prime}-\frac{1}{4}(1-4 z) g g^{\prime 2}-2 g^{2} g^{\prime}+\frac{9}{16(9+4 \alpha)}=0
$$

(10) $U_{19}=(3 \xi+\alpha \eta) \partial_{\xi}-\xi \partial_{\eta}+2 v \partial_{v}\left(\alpha>\frac{9}{4}\right)$. For $U_{19}$, similar as $U_{18}$, its invariants are $z=\left(\xi^{2}+3 \xi \eta+\alpha \eta^{2}\right) /\left(4 \xi^{2}+12 \xi \eta+9 \eta^{2}\right)$ and $v /(2 \xi+3 \eta)^{4 / 3}$, the group-invariant solution for (17) takes the form $v=(2 \xi+3 \eta)^{4 / 3} g(z)$, where $g(z)$ satisfies the ODE

$$
(1-4 z) g^{2} g^{\prime \prime}-\frac{1}{4}(1-4 z) g g^{\prime 2}-2 g^{2} g^{\prime}+\frac{9}{16(9-4 \alpha)}=0 .
$$

(11) $U_{20}, U_{21}=\left(\frac{3}{2} \xi \pm \eta\right) \partial_{\xi}+\frac{3}{2} \eta \partial_{\eta}+2 v \partial_{v}$. For $U_{20}$ and $U_{21}$, the invariants are $z=$ $(2 / 3) \ln |\eta| \mp \xi / \eta$ and $v / \eta^{4 / 3}$, the group-invariant solutions for (17) are $v=\eta^{4 / 3} g(z)$. Then $g(z)$ satisfies

$$
16 g^{2} g^{\prime \prime}+6 g^{\prime 3}-4 g g^{\prime 2}+9=0
$$

(12) $U_{22}, U_{23}=3 \xi \partial_{\xi} \pm \partial_{\eta}+2 v \partial_{v}$. For $U_{22}$ and $U_{23}$, the invariants are $z=\ln |\xi| \mp 3 \eta$ and $v \xi^{-2 / 3}$, the group-invariant solution for (17) is $v=\xi^{2 / 3} g(z)$, where $g$ fulfils the ODE

$$
\begin{equation*}
4 g^{2} g^{\prime \prime}-9 g^{\prime 3}-10 g g^{\prime 2}+1=0 \tag{19}
\end{equation*}
$$

(13) $U_{24}, U_{25}= \pm \partial_{\xi}+(3 \eta+1) \partial_{\eta}+2 v \partial_{v}$. For $U_{24}$ and $U_{25}$, the invariants are $z=$ $(1 / 3) \ln |3 \eta+1| \mp \xi$ and $v(3 \eta+1)^{-2 / 3}$, the group-invariant solution for (17) is given by $v=(3 \eta+1)^{2 / 3} g(z)$, where $g(z)$ satisfies the ODE

$$
\begin{equation*}
4 g^{2} g^{\prime \prime}-3 g^{\prime 3}-10 g g^{\prime 2}+1=0 \tag{20}
\end{equation*}
$$

(14) $U_{26}=(3 \eta+1) \partial_{\eta}+2 v \partial_{v}$. For $U_{26}$, the invariants are $z=\xi$ and $v(3 \eta+1)^{-2 / 3}$, the group-invariant solution for (17) is given by $v=(3 \eta+1)^{2 / 3} g(z)$, where $g(z)$ satisfies

$$
\begin{equation*}
4 g^{2} g^{\prime \prime}-10 g g^{\prime 2}+1=0 \tag{21}
\end{equation*}
$$

(15) $U_{27}, U_{28}= \pm \partial_{\xi}+(3 \eta-1) \partial_{\eta}+2 v \partial_{v}$. For $U_{27}$ and $U_{28}$, the invariants are $z=(1 / 3) \ln \mid 3 \eta-$ $1 \mid \mp \xi$ and $v(3 \eta-1)^{-2 / 3}$, the group-invariant solution for (17) is $v=(3 \eta-1)^{2 / 3} g(z)$ with $g(z)$ satisfying (20).
(16) $U_{29}=(3 \eta-1) \partial_{\eta}+2 v \partial_{v}$. The invariants for $U_{29}$ are $z=\xi$ and $v(3 \eta-1)^{-2 / 3}$, the group-invariant solution for (17) is given by $v=(3 \eta-1)^{2 / 3} g(z)$, where $g(z)$ satisfies equation (21).
(17) $U_{30}, U_{31}= \pm \partial_{\xi}+3 \eta \partial_{\eta}+2 v \partial_{v}$. For $U_{30}$ and $U_{31}$, the invariants are $z=\ln |\eta| \mp 3 \xi$ and $v \eta^{-2 / 3}$, the group-invariant solution for (17) is $v=\eta^{2 / 3} g(z)$, with $g(z)$ satisfying (19).

Now the symmetry group analysis for (17) is accomplished, since we have reduced the affine geometric heat flow (7) to (17) for the special case defined before. Then combining the results and conclusions obtained above, the group-invariant solutions of the affine geometric heat flow in the case $F_{i}(u)=k_{i}(i=1, \ldots, 8)$, where $k_{2} \neq 0, k_{4}=k_{5}=0, k_{8}=1$ and other $k_{i}$ 's are arbitrary constants, can be expressed as

$$
t-k_{6} u=v\left(\frac{k_{2} x+k_{1}}{\mathrm{e}^{k_{2} u} k_{2}}, \frac{\mathrm{e}^{k_{2} u}\left(2 k_{2}^{2} y-k_{2} k_{7} x-2 k_{2} k_{3}+k_{7} k_{1}\right)}{2 k_{2}^{2}}\right),
$$

where $v$ satisfies (17).

## 8. Concluding remarks

We have systematically derived the Lie point symmetries of the geometric heat flow (6). The basic similarity reductions are performed when the arbitrary functions in the infinitesimal transformations are confined to constants. Reduced equations and exact solutions associated with the symmetries are obtained.

Lie symmetries for the affine geometric heat flow (7) are also determined and its corresponding group-invariant solutions are also derived for a special case.

It remains open to reduce equations (6) and (7) when the functions $F_{i}(u)$ are not constants.
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## Appendix

We put tables A1 and A2 cited in sections 4 and 5, respectively, in the appendix.

Table A1. Reduced equation for (10).

| No Generators | Invariants | Ansatz | Reduced equation |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | $X_{4}$ | $\left(\frac{\xi}{\eta}, v\right)$ | $v=g(z)$ | $4 z g^{\prime \prime}+4 z^{2}(z+2) g^{\prime 3}+(z+6) g^{\prime}=0$ |
| 2 | $X_{4}+\alpha X_{3}$ | $\left(\frac{\xi}{\eta}, v-\alpha \ln \|\eta\|\right)$ | $v=g(z)+\alpha \ln \|\eta\|$ | $4 z g^{\prime \prime}+4 z^{2}(z+2) g^{\prime 3}-4 \alpha z^{2} g^{\prime 2}+(z+6) g^{\prime}-\alpha=0$ |
| 4 | $X_{3}+X_{5}$ | $(\xi, v-\eta)$ | $v=g(z)+\eta$ | $4 z g^{\prime \prime}+8 z^{2} g^{\prime 3}-4 z^{2} g^{\prime 2}+6 g^{\prime}-1=0$ |
| 5 | $X_{3}-X_{5}$ | $(\xi, v+\eta)$ | $v=g(z)-\eta$ | $4 z g^{\prime \prime}+8 z^{2} g^{\prime 3}+4 z^{2} g^{\prime 2}+6 g^{\prime}+1=0$ |
| 6 | $X_{1}$ | $\left(\eta, \xi \sin ^{2} v\right)$ | $\xi \sin ^{2} v=g(z)$ | $g^{\prime}=0$ |
| 7 | $X_{5}$ | $(\xi, v)$ | $v=g(z)$ | $4 z g^{\prime \prime}+8 z^{2} g^{\prime 3}+6 g^{\prime}=0$ |
| 8 | $X_{5}+X_{1}$ | $\left(\xi \sin ^{2} v, \sqrt{\xi} \cos v-\eta\right)$ | $\sqrt{\xi} \cos v-\eta=g(z)$ | $4 z g^{\prime \prime}-4 z g^{\prime 2}+2 g^{\prime}-1=0$ |

Table A2. Reduced equation for (11).

| No | Generators | Invariants | Ansatz | Reduced equation |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $Y_{4}$ | $\left(\xi^{2}+\eta^{2}, v\right)$ | $v=g(z)$ | $g^{\prime}+\frac{1}{2}=0$ |
| 2 | $Y_{4}+Y_{3}$ | $\left(\xi^{2}+\eta^{2}, v-\arctan \frac{\eta}{\xi}\right)$ | $v=g(z)+\arctan \frac{\eta}{\xi}$ | $4 z g^{\prime \prime}+8 z^{2} g^{\prime 3}+4 z^{2} g^{\prime 2}+6 g^{\prime}+1=0$ |
| 3 | $Y_{4}-Y_{3}$ | $\left(\xi^{2}+\eta^{2}, v+\arctan \frac{\eta}{\xi}\right)$ | $v=g(z)-\arctan \frac{\eta}{\xi}$ | $4 z g^{\prime \prime}+8 z^{2} g^{\prime 3}+4 z^{2} g^{\prime 2}+6 g^{\prime}+1=0$ |
| 4 | $Y_{4}+\alpha Y_{5}$ | $\left(\ln \left(\xi^{2}+\eta^{2}\right)-2 \alpha \arctan \frac{\eta}{\xi}, \frac{v}{\xi^{2}+\eta^{2}}\right)$ | $v=\left(\xi^{2}+\eta^{2}\right) g(z)$ | $\begin{aligned} & 4 \alpha^{2} g^{2} g^{\prime \prime}+2\left(\alpha^{2}+1\right) g^{\prime 3} \\ & +\left(\alpha^{2}+1+6 g-2 \alpha^{2} g\right) g^{\prime 2}+2(3 g+1) g g^{\prime} \\ & +g^{2}(2 g+1)=0 \end{aligned}$ |
| 5 | $Y_{5}$ | $\left(\frac{\eta}{\xi}, \frac{v}{\eta^{2}}\right)$ | $v=\eta^{2} g(z)$ | $\begin{aligned} & 4 z^{4} g^{2} g^{\prime \prime}+z^{2}\left(z^{2}+1-2 z^{2} g\right) g^{\prime 2} \\ & +4 z\left(2 z^{2} g+1\right) g g^{\prime}+4 g^{2}=0 \end{aligned}$ |
| 8 | $Y_{1}+Y_{3}$ | $(\eta, v-\xi)$ | $v=g(z)+\xi$ | $g^{\prime \prime}+g^{\prime 2}+1=0$ |
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